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Who’s This Talk For?

Software engineers… 
Data scientists… 
Managers… 
Founders… 
Executives… 
Scientists… 

…eager to apply LLMs in their domain.



Introduction

@sbdzdz



LLM training procedure

1. Pre-training 
2. Supervised fine-tuning 
3. Manual ranking 
4. Reward modeling 
5. Reinforcement learning

https://arxiv.org/pdf/2203.02155.pdf




The Shoggoth

Image: Squishable

GPT GPT + RLHF

Image: Squishable

https://www.squishable.com/mm5/merchant.mvc?Screen=PROD&Product_Code=opensquish_shoggoth_81844
https://www.squishable.com/mm5/merchant.mvc?Screen=PROD&Product_Code=opensquish_shoggoth_81844


The Shoggoth

Image: Mysteries of Mode CollapseImage: Mysteries of Mode Collapse

GPT GPT + RLHF

https://www.lesswrong.com/posts/t9svvNPNmFf5Qa3TA/mysteries-of-mode-collapse
https://www.lesswrong.com/posts/t9svvNPNmFf5Qa3TA/mysteries-of-mode-collapse


The strange world of LLMs

Image by Anna Ivanovna (@neuranna), inspired by ElNokrashy  and AlKhamissi, 2023

https://twitter.com/neuranna
https://www.researchgate.net/publication/367479243_Shadow-Cave_Models_How_Plato's_Allegory_Illuminates_Limitations_of_Large_Language_Models


The strange world of LLMs

LLMs live in a world of tokens 
Language keeps evolving 
Writers have internal world models 
Language has a communicative intent 
We learn language via interaction 

http://www.apple.com/uk


Circulation revenue has increased 5% in 
Finland // Positive 

Panostaja did not disclose the purchase 
price // Neutral 

Paying of the national debt will be 
extremely painful // Negative 

The company anticipated its operating 
profit to improve // _______

In-context learning (prompting)

https://aclanthology.org/2022.emnlp-main.759.pdf


Circulation revenue has increased 5% in 
Finland // Finance 

They won the NFC Championship 
Game // Sport 

Apple’s development of in-house 
chips // Tech 

The company anticipated its operating 
profit to improve // _______

In-context learning (prompting)

https://aclanthology.org/2022.emnlp-main.759.pdf


In-context learning (prompting)

Only a few examples required 
No training involved 

Limited by the context window 
Increases latency 
Lots of hacks



Supervised Fine-Tuning

Indexing and feature-based approach 
Updating output layers 
Updating all layers 
Prompt tuning 
Adapters: 

• series 
• parallel 
• low rank adaptation



Promises

@sbdzdz



Emergent Abilities of LLMs

Pathways Language Model (PaLM)

https://ai.googleblog.com/2022/04/pathways-language-model-palm-scaling-to.html


Emergent Abilities of LLMs

Named entity recognition 
Sentiment analysis 
Classification 
Translation 
Language identification 
Arithmetic 
Question answering 
Summarisation

https://arxiv.org/abs/2206.07682


Emergent Abilities of LLMs

Code generation 
Codenames 
IPA transliteration 
Geometric shapes 
Sarcasm detection 
Automatic debugging 
Emoji movie 
Anachronism detection

https://arxiv.org/abs/2206.07682


Emoji movie

💍🧝🌋 
🔬🦖🦕🎢 
🧜❤🤴 
🔴🔵💊 
👨🚀⏱🌎👩🔬 
🇮🇹👴🔫 
🤼🎟🧼



Anachronism detection

Prime Minister David Lloyd George said to his cabinet ministers: "I'm beginning to 
understand that World War I might be a more prolonged effort than we thought. 

Joan of Arc defeated a champion of the Aztec Empire in single combat. 

During their meetings in Bali, George Washington and the delegate of the Tokugawa 
shogunate exchanged gifts. 

Alexander the Great received tutelage from Seneca the Younger.



Natural Language Programming

https://arxiv.org/abs/2303.14310
https://arxiv.org/abs/2212.06094


Limitations

@sbdzdz



len, print = print, len

def print_len(x):
   """Print the length of x."""
   # print(len(x)) ❌
   # len(print(x)) ✅

Statistical Learning

https://arxiv.org/abs/2305.15507v1


Context Window Length

Transformers can process input of any length 
Attention layers are O(n2d+nd2) 
Best models reach 100k tokens 

Improvements: 
• ALiBi 
• Sparse Attention 
• Flash Attention



Tokenisation

Tokens are character sequences 
A token is ~4 characters 
100 tokens is ~75 words 
Based on byte-pair encoding 
API pricing is per token!



Autoregressive Generation

Image: Yann LeCun

https://twitter.com/ylecun/status/1640122342570336267
https://arxiv.org/abs/2010.11939#:~:text=Standard%20autoregressive%20language%20models%20perform,probability%20is%20hard%20to%20compute.


Cost and Latency

You pay for both input and output 
Input can be processed in parallel 
Output length affects latency 

This can change dramatically 

Image: Chip Huyen



Dangers

@sbdzdz



Ambiguity

Natural language is ambiguous 
Chaining tasks is brittle 
Compositionality is limited 
Breaking compatibility 
Ambiguous output format 
Inconsistent user experience 

https://huyenchip.com/2023/04/11/llm-engineering.html


Fabrication

Language Models Don't Always Say What They Think

https://arxiv.org/abs/2305.04388


Fabrication

Language Models Don't Always Say What They Think

https://arxiv.org/abs/2305.04388


Privacy and Confidentiality



Prompt Injection

Image: Sayash Kapoor 

https://arxiv.org/abs/2302.12173
https://twitter.com/sayashk/status/1666313565869940736


Dataset poisoning

https://arxiv.org/abs/2209.15259
https://arxiv.org/abs/2302.10149


Manipulation

The ELIZA effect 
Monetisation incentives 

Hyper-targeting at scale for: 
• radicalisation 
• misinformation 
• spam and scams 
• advertising



Social and cultural aspects

Hidden labour 
Toxicity and biases 
Textual pollution 
Cultural hegemony

https://arxiv.org/abs/2303.17548


Mitigation

@sbdzdz



Guidelines

Follow the copilot model 
Present the action to the user 
Build around ambiguity 
Structured output through fine-tuning 
Do not use in anything mission-critical 
Data access + prompt input = ⚠ 
Web search + prompt input = ⚠ 
Code execution + prompt input = ☠

Image: GitHub

https://marketplace.visualstudio.com/items?itemName=GitHub.copilotvs


Chain of Thought Reasoning

Wei et al. 2022 Shaikh et al. 2023

https://arxiv.org/abs/2201.11903
https://arxiv.org/abs/2212.08061


Modular Approaches

OpenAI

https://openai.com/blog/function-calling-and-other-api-updates
https://arxiv.org/abs/2302.04761


Promising applications

Writing assistant 
Coding assistant 
Internal search 
Content creation assistant 
Gaming 
Chatbots 
Learning 
SEO



Thank you for watching! 
 
Remember to rate the presentation and

leave your questions in the section below.

Organizer:

@sbdzdz


